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Abstract 
Pervasive Grid adoption is predicated 

on the availability of widely deployed 
usable software and a user community 
willing to use it. Currently, widespread 
adoption of Grids, even within technically 
sophisticated communities, is extremely 
limited. Determining and eliminating these 
barriers to adoption are essential in order 
for Grids to becoming widely adopted. 
Through a series of face-to-face interviews 
conducted during summer 2004, we have 
identified issues relating to job submission, 
file transfer, usability, and systems 
management that must be resolved in order 
to improve the usability of grid 
infrastructures. The background to these 
issues and some possible solutions are 
described in this paper. 

1 Background and 
Motivation 
During July and August 2004 we 

visited various applied science and 
middleware groups in the U.K. in order to 
gather basic information on the services and 
functionality these projects are using. Our 
motivation was to help guide the 
development of future activities and 
priorities within the U.K.’s Open 
Middleware Infrastructure Institute [OMII] 
and the Globus Alliance [Globus] and to 
inform the wider Grid community of the 
status of some current services. To 
understand their issues in more detail, we 
held meetings with application developers 
with some Grid (generally Globus Toolkit 2 
or Globus Toolkit 3) or Web services 
experience, those with software that might 
be of broader use or interest, and those who 
have expressed dissatisfaction with current 
tools.  

 
The twenty-five groups, listed below, 
included representative applications from 
biology, chemistry, physics, climatology, 
and other scientific fields, as well as a 
smaller set of basic tool builders. In 
addition, informal discussions took place at 
several workshops that allowed us to obtain 
a broader perspective as to the important 
issues in the community. 

 
We asked what functionality the groups had 
tried in the past, what their applications 
needed today from the current Grid 
infrastructures, and what functionality the 
group was considering for near-future 
plans. Most meetings ended by our 
inquiring what functionality the group 
thought was most important and still 
lacking in today’s tools or services.  

2 Topics of Concern 
Through our initial meetings we 

identified a set of open areas of concern 
that were repeated by many groups.  
 
Almost every group we spoke with was 
using Grid environments to support applied 
science activities. The functionality the 
group members wanted was for their day-
to-day work, not farther-out speculative 
needs. These primarily fell into two 
categories: job submission and tracking, 
and file transfers. A few projects were 
using tool “add-ons,” such as visualization 
tools, data format translators, or policy 
management tools, but these were always 
strongly tied to the project domain and 
narrowly scoped. When we asked about 
other possible functionality or services that 
could be used, we were told these were not 
on the six-month horizon most groups were 
currently interested in, as detailed below. 
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2.1 Job Submission 
 Job submission for most projects 
included a simple, dependable, “run my 
application” interface that was in the users 
“comfort zone” and behaved as expected. 
Many users had adapted a standard tool, 
such as the Globus Toolkit job submission 
[GRAM] or Condor [Condor], for project-
specific use. Job submission was generally 
being done on well-known resources or 
services.  
 
Having conquered the initial challenge of 
job submission using Grid tools, users are 
now concerned with understanding where a 
job is in its lifetime, where it is failing, 
why, and what to do next. There was an 
expressed concern with the lack of tools to 
understand failures or performance faults in 
general. 
 
With respect to resource discovery, most 
projects were using a small set of well-
known resources or services, so this simply 
was not an issue. However, when a choice 
of resources was available, their status was 
found through manually checking as 
opposed to automated tooling. 
 

2.2 File Transfer 
 Most users were transferring files by 
using Grid tools such as GridFTP and were 
happy with the service level they 
experienced. Some groups needed reliable 
file transfers, either because they had many 
small files to transfer and it was easy for 
one in a thousand to have problems and be 
left behind, or because they had such large 
files that the file transfer time was greater 
than the mean time to failure for some 
system component, often an unreliable 
network connection.  
 
A few groups we spoke with were 
beginning to examine higher-level file 
transfer services, such as provenance 
services, access to databases, or replication, 
but these groups were still primarily 
prototyping these efforts. This may be in 
part because of the groups we interviewed – 

very pragmatic, production applications, as 
opposed to those in the development phase. 
 
The tool most commonly requested with 
respect to file transfers was one to help 
diagnose the problems, including that of 
slow performance, seen on systems when 
performing large file transfers. Invaluable 
would be a tool to help users understand 
where a problem is being caused so they 
can better understand who to contact. 
 

2.3 Usability Issues 
 All of the groups we spoke with stated 
that if tools weren’t within a user’s comfort 
zone, they simply were not considered for 
use. 
 
Most users want a layer between them and 
the tool in order to bring the functionality 
into their own comfort zone. These 
wrappers do not add functionality per se but 
do significantly increase the usability and 
usefulness of a service. 
 
One suggestion by several groups was to 
have small tools each of which solved a 
single function that could then be composed 
together. These chains of services would 
allow a number of different use cases based 
on the same set of basic tools. However, 
there was a tension between the need for 
these to meet end-to-end application 
specific needs and yet have them be generic 
enough to be used between projects. 
 
As mentioned above, the lack of user-
oriented diagnostic tools was a significant 
problem. Most diagnostic tools solve 
problems other than those seen at the user-
level. Tools that look like normal user 
applications and can help an average user 
diagnose failures are a strong current need. 
 
Another continuing concern was the need 
for training, especially for security 
concerns. Security is seen as extremely 
challenging; and system administrators, 
developers, and users all want more 
information about common practices and 
current approaches.  
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2.4 System Administration 
Concerns 

 The primary system administration 
concern that we encountered was that of 
dependable builds. Software that didn’t 
build dependably was seen as simply not 
under consideration for further use – no 
matter what the expected functionality of 
the tool. Too often it was found that Grid 
software was built nondeterministically or 
did not have installation verification tools 
available. 
 
Verification in general was seen as a 
significant problem. With the overall time 
to failure for Grid components decreasing 
as their number increases, there is a strong 
need for better verification and instability 
analysis to discover and resolve problems 
before a user happens upon them. 
 

3 Conclusion 
Over the course of several weeks in 

July and August 2004 we spoke with 25 
UK eScience project groups about their use 
of Grid functionality and services. What 
resulted is a picture of current application 
and user needs of these services, and some 
suggestions for ways to move forward. This 
data is now influencing the directions of 
both the Globus Alliance and the OMII. 
 
The strongest result that came from these 
discussions was the simple need for on-
going conversations between tool 
developers and users. Grid tool developers 
must continue to talk and interact with 
application scientists; without such 
interaction, the tools are for nothing. 
 
Both organizations feel that they have 
benefited from this activity and that it has 
helped in understanding the expectations 
and requirements of the user community.  
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